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While by now the concept of band tails in disordered semiconductors is generally accepted 
and the evidence for their existence is sound, the experimental determination of their 
corresponding state distribution and state character are sti ll unsatisfactory. In particular, the 
quantitative determination of the energy dependence of this distribution for both band tails by 
the same technique and on the same sample has not been demonstrated. Following these 
considerations we have developed a phototransport spectroscopy method that consists of two 
steps.  In the first, the photoconductivity, the minority carrier diffusion length, and their light-
intensity exponents are measured as a function of temperature. In the second step a 
comprehensive-systematic simulation study is carried out in order to find the simplest model 
that yields results that resemble the experimental data. It turns out that our stringent 
requirement of accounting simultaneously for the behavior of the above four phototransport 
properties is enough to narrow down significantly the number of plausible scenarios of state 
distributions in the corresponding pseudogap. The case study we present here, in order to 
demonstrate our method, is the disordered tissue of single-phase hydrogenated 
microcrystalline sil icon. The achievements, of the application of our method to this system, 
were culminated in the abil ity to distinguish between a Gaussian and an exponential band tail, 
and the determination of the character of the states. In turn, due to the fact that our 
measurements sense the disordered silicon tissue that encapsulates the crystall ites, we are able 
to demonstrate the generality of the presence of band tails in disordered semiconductors. 
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1.  Introduction 
 

While it is has been known for a long time that the world around us consists mostly of 
amorphous systems [1], the problem of their electronic structure, in contrast to that of crystalline 
solids, was largely “untouchable”  [2]. It seems that the reason for that was that the enthusiasm to 
harvest the consequences of the Bloch theory [3] for crystalline materials lead to the minor attention 
that was paid to disordered solids.  In particular, the long-range order in the crystals (in comparison 
with the atomic nearest neighbor distances) enabled a straight forward (and applicable) quantum 
mechanical derivation of their electronic structure [2,3]. Moreover, Bloch’s theory established, 
beyond qualitative arguments, concepts such as electronic bands and sharp band-edges that have been 
fundamental in the understanding of the optical and electrical properties of crystalline solids. In 
particular, these concepts are of fundamental importance in the understanding  [3] and application [4] 
of crystalline semiconductors in view of the fact that both the electrical and optical “actions”  in these 
systems take place around the band-edges. Of course, the existence of sharp band-edges follows the 
strong Bragg-like interference between the propagating and reflected “ free-like”  electronic waves that 
create conditions of destructive interference that yield regions of forbidden electronic states [3.5].  
There are then sharp band-edges at the top and the bottom of electronic-states bands that consist of a 
quasi-continuous distribution of allowed states. Correspondingly, it looked also, from the 
technological points of view, that amorphous solids were unpromising. 
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Still, in spite of the above well-understood general trend of crystall ine solids research, there 
were attempts to consider possible applications of amorphous covalent solids and to establish some 
concepts for their understanding. Notably, the works of Kolomiets [6] on the technological end and 
the works of Mott [7] on the theoretical end have suggested that there might be an interest in 
amorphous solids in general and amorphous semiconductors in particular. It was then only in the 
late1960’s that the works of Ovshinski [8] have wide-opened this area of research, by indicating the 
potential applications of the latter systems.  And, indeed, during the 1970s, the study of amorphous 
semiconductors became not only of great interest, but was considered then to be the forefront of solid-
state physics and technology [9]. The understanding of the latter systems was manifested by the 
solidification of the concepts developed by Mott [7] and the first [10] attempts to carry out 
quantitative calculations of the electronic structure of amorphous semiconductors. 

As pointed out above, one of the most fundamental concepts in the theory of the electronic 
structure of crystalline solids, that does not seem to apply to amorphous solids, is that of the sharp 
band-edges that confine bands of quasi-continuous distribution of states. As the present paper is 
concerned with the consequences of this conclusion, let us briefly review the concepts that replaced, 
in a way, the above concept, as attempts were made to describe the electronic structure of amorphous 
semiconductors [5,9].  Traditionally this description was based on the so-called “chemical approach”  
[11].  In that picture, that got also a quantitative mani festation [10], the atomic or covalent bond levels 
split into bands in the solid. Correspondingly, the distribution of the inter-atomic distances or the 
bond-lengths will cause a distribution of the allowed states around the “band-edge” energy that could 
be expected in the corresponding (actual or virtual) crystalline counterpart. This picture simply 
predicts that the overall state distribution will be similar to that found in the “normal”  crystalline-
material except that the band-edges will be blurred. The degree of the “smearing”  around the 
“normal”  band edges appears to depend then on both the inter-atomic distance distribution and the 
magnitude of the change in the bond-energy due to a given fluctuation around the “normal” -bond 
length.  For example, in the well known model of Cohen Fritzsche and Ovshinsky [12], the relatively 
large energy shift of some states due to the chemical disorder in amorphous chalcogenides is expected 
to yield, such a strong “smearing”  of the band edges, that there will be a significant energy overlap of 
states that originate from the bonding (or valence) band and states that originate from the anti-bonding 
(or conduction) band. 

We believe that the “physical picture”  that we describe below is somewhat more useful  for the 
qualitative understanding of disordered semiconductors since it yields not only similar consequences 
regarding the electronic structure, but also a better understanding of the transport properties (as 
manifested by percolation and tunneling concepts [1,5,9]) in amorphous semiconductors.  We start 
this picture by considering the pre-Bloch free-election model [13]. That model is based on the 
assumption that the amplitude of the potential undulations in the solid is much smaller than the kinetic 
energy of the electron. Under these conditions the fact that the potential is not periodic should have 
little effect on the free-electron-like nature [13] of the allowed quantum states for which no exact 
destructive interference occurs, i.e. for states that lie “deep” within the bands of allowed states.  In 
fact, since for these states the value of the “crystal momentum” has no consequence as far as 
destructive interference is concerned, this quantity is essentially as a “good quantum number”  in a 
disordered solid as it is in its crystalline counterpart. The practical meaning of this approach is that we 
do not expect a significant difference between the electronic properties of a crystall ine alkaline-metal  
and its “amorphous” counterpart, i f such would exist. As we consider states of lower kinetic energy 
we know that under the given potential undulations of the system the interference effects due to the 
potential undulations will play an increasingly important role yielding, in crystals, an “exact”  
destructive interference as the band-edge is approached.  In the disordered solid the same trend will 
repeat itself but with the addition that the fluctuations in the (width and height of the) potential 
undulations will not provide an “exact”  destructive interference everywhere in the sample. In other 
words there will be, a priori, no forbidden states in the system.  In covalent materials such as 
amorphous semiconductors where the packing density of the atoms is roughly the same as in the 
crystalline counterpart one would expect then that the distribution of the potential undulations would 
be centered on the corresponding periodic undulations in the crystalline counterpart. As a 
consequence, some of the states that were close to the band edges in the crystall ine counterpart wil l be 
higher or lower in their energy than the band-edges.  Then, in view of the conservation of the number 
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of states, there will be, in the disordered semiconductor, a redistribution of (crystalline band) states 
below and above the band-edges of the corresponding crystalline counterpart.   

With further information about the system we can in fact say more about the state distribution.  
In particular, the strong covalent bonding of the amorphous semiconductors suggests that the 
probability for a particular deviation in the local structure (e.g. the bond-length and/or bond-angle) 
will decrease with the magnitude of the corresponding fluctuation. Also, the larger the fluctuation, the 
larger will be the expected deviation of the energy of a corresponding state from its value in the 
crystalline counterpart. The last two observations suggest that in amorphous semiconductors, very 
close to the energy of the (existing or simulated) band-edge of the crystall ine counterpart, there will 
be an inflection point in the state distribution.  In particular, due to the conservation of the number of 
states, the density of states function g(E) will decrease from somewhere above this band-edge towards 
the mid-band-gap energy of the crystall ine counterpart. It appears then that the g(E) concept (unlike 
the concept of crystal momentum) and its understanding can be carried over from the “physical” 
theory of crystalline semiconductors to the characterization of the electronic structure in amorphous 
semiconductors.   

In this paper we will be concerned with the experimental determination of g(E) in disordered 
semiconductors and thus we start by mentioning the relevant concepts that result from the above 
picture. We define then the pseudogap of an amorphous semiconductor as the energy interval for 
which the crystalline counterpart has its sharp band-edges. Correspondingly, the concepts of the 
conduction band-edge, Ec, and the valence band-edge Ev, are understood, in the context of the 
disordered semiconductor, as some “virtual levels” , that help us “ find our way”  in the latter system.  
In view of the expected distribution of the potential fluctuations we also expect then the decrease of 
g(E) as the value of E deviates from Ec and Ev, towards the center of the pseudogap.  Hence the well-
known concept [9,14-19] of band tail-states for the corresponding states distribution.  Following our 
understanding of crystall ine semiconductors we also expect that the conduction band tail (CBT) and 
the valence band tail (VBT) constitute the collection of states that are largely responsible for the 
electronic and optical properties of disordered semiconductors.  To get, however, a somewhat better 
quantitative feeling for the magnitude of g(E), around and below Ec and Ev, let us recall the following 
consideration [11].  Since the valence or conduction bands in sil icon contain about 2x1023 cm-3 states 
and the bands are about 5 eV wide, their average destiny of states is about 4x1022 eV-1 cm-3.  The 
many available estimates of g(E) around Ec and Ev in amorphous silicon is that it is of the order of 1020 
eV-1 cm-3. Considering the large drop of g(E) towards the center of the pseudogap we see then that 
less than a thousandth of the number of band-states has been shifted into the band tails due to the 
disorder. While a priori this appears as a negligible number, we know that in crystalline 
semiconductors a much lower concentration of defects affects drastically the electronic properties.  In 
other systems such as the chalcogenides [1,12] this concentration can be larger, and thus, generally, 
the knowledge of g(E) in the band tails is of crucial importance. On the other hand the low g(Ec) and 
g(Ev) values enable us to approximate, to first order, the above values of Ec and Ev as the (Mott 
concept of) mobility edges of the system [1,7,9].  Following our present interest in the electronic 
structure, rather than in transport, we will ignore here the well-known difference between the two 
types of edges. 

Considering the above mentioned importance of the determination of the electronic structure 
of disordered semiconductors, for the understanding of their optical and transport properties, the 
purpose of this paper is to present an experimental spectroscopic method that we have designed not 
only for the derivation of g(E) but also for the determination of the character of the band tail-states in 
the pseudogap of a disordered semiconductor.  In particular, this method can provide simultaneous 
information on both band tails and differentiate conclusively between different g(E) dependencies.  A 
particular asset of our method is that it has internal stringent self-consistency requirements that 
provide very reliable density of states (DOS) maps. 

To appreciate the context and the advantages of our method we give in Sec. 2 a brief review 
of the theoretical expectations of g(E) as well as of the experimental methods that were used thus far 
for its evaluation.  In Sec. 3 we describe briefly the experimental technique and the particular system 
on which we have chosen to demonstrate our method. Then, in Sec. 4 we describe the essentials of the 
computational procedure that we use in order to simulate the experimental results.  In Sec. 5 we show 
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the experimental results and in Sec. 6 we review the results of our computer simulations that enable 
the derivation g(E) map in the entire pseudogap.  An overview of this work is given in Sec. 7.  
 
 

2.  Background 
 
2.1 Theoretical expectations 
 
We have argued above that the potential fluctuations (such as the ones that are caused by the 

stretching of bonds) in a disordered semiconductor are expected to yield a monotonic decrease of g(E) 
towards the center of the pseudogap. This is in contrast with some defects of very different states, 
such as the non-bonding states of dangling-bonds, that have energy levels that are a priori removed 
from Ec and Ev [9]. A simple thermodynamic argument [14] suggests that in the band tails case the 
DOS distribution g(E) will have an exponential distribution of states that can be defined for the 
conduction band tail by: 

Nct(E) = Nctoexp[(E-Ec)/kTc],                                                     (1) 
 

Where, Ncto ≡ g(Ec), and kTc is the “width” of the band tail Eco.  Similarl y, for the VBT we 
have that: 
 

Nvt(E) = Nvtoexp[(Ev-E)/kTv],                                                   (2)    
                                                                                                       

where, Nvto ≡ g(Ev), and kTv ≡ Evo is the width of the VBT.  In fact it has been suggested [15] that 
under certain conditions, a Gaussian potential-energy distribution of the disorder induced potential  
fluctuations can yield such an exponential distribution of states in the band tails. On the other hand, 
from the many treatments of the problem [9] it appears that such a distribution can lead, depending on 
the assumption of the relation between the energy of the state, its extent and the number of states, to 
any distribution between that of a Gaussian band tail, such as [16]: 
 

Ntv(E) = Nvtoexp{ -[E-Ev)
2/2Gvo

2]} ,                                           (3) 
 

and that of a square-root like band tail, such as [17]: 
 

Nvt(E) = Nvtoexp{ -[E-Ev)/2Svo]
1/2} ,                                           (4) 

 
Where, Gvo and Svo are the corresponding “widths”  of the tails.  To this date the above are the 

main distributions under consideration in amorphous semiconductors, although other band tails were 
also considered [18,19].  Such is, for example, the step-like band tail that can be defined as: 

 
                    Nvt(E) = Nvto                                                                     (5) 

 
for Ev ≤ E ≤ Ev+Wv, and 

Nvt(E) = 0,                                                                        (6) 
 

for E > Ev+W.  Numerical computations on large clusters that are feasible these days [20] did reveal 
indeed strong decreases of the states distributions in the band tails, and these can usually be described 
as intermediate cases between that of Eq. (3) and that of Eq. (4). A priori, however, the functional  
dependencies (such as those given in Eqs. (1)-(6)) and the corresponding widths, kTc, kTv, Gco, Gvo, 
Sco, Svo, Wc, and Wv, could not be predicted for a given material and, when computed, they will  
depend heavily on the assumptions made in the model. As we show below the experimental 
techniques applied thus far are also quite limited in their abil ity to yield the correct energy 
dependence of the state distribution, making the determination of this distribution a well-recognized 
challenge [21]. 
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2.2  Experimental methods 
 

Turning to the experimental techniques to evaluate states’  distributions in amorphous 
semiconductors in general, and of the band tail states in particular, one faces speci fic and general 
problems.  Because of space limitations we will mainly emphasize here the latter problems and try to 
show that our phototransport technique, to be presented in Secs. 3 and 4 overcomes, to a large extent, 
these general problems.  

As a specific example, however, let us consider, the most straightforward methods for the 
determination of the DOS map in general and in the pseudogap in particular, i.e. optical absorption 
methods [22].  Ignoring the experimental difficulties in the measurement of weak optical absorption, 
we note that these methods yield always a deconvoluted DOS map, which depends on assumptions 
that are made a priori.  Moreover, as proposed by Dow and Redfield [23], the “exponential 
absorption”, as implied by the Urbach (disordered induced) absorption is not necessarily due to an 
exponential band tail [9].   

Other types of methods, that were suggested in order to map the DOS distribution over wide 
energy regions of the pseudogap, are based on purely electrical, or electroptical techniques [9,11]. In 
the first type of methods, one is usually l imited, at best, to one half of the pseudogap due to its 
dependence on the band bending at the surface.  Such are field effect, capacitance-temperature-
frequency, and thermall y stimulated current, methods. Optoelectronic methods are based on the 
electrical response to a pulsed (photocapacitance [24] or time of flight spectroscopy [9]) or steady 
state (photoconductivity) carrier excitations [11]. Of these, the more systematic and comprehensive 
methods are the Modulated Photocurrent [25] and Transient Photocurrent [26] Spectroscopies.  Still, 
each of the above-mentioned methods has its own difficulties and set of assumptions and, at best, they 
yield, for a given sample, a DOS map of one half of the pseudogap [22,24-27].  The reason for that is 
that for all of them, it is only one, the majority, carrier, that is being followed by the measurements.  

As pointed out above the aim of this paper is to describe a spectroscopic method and its 
achievements in the determination of detailed and quantitative information on the state distribution in 
a disordered semiconductor. However, before doing so, let us contrast our approach with that of the 
many methods that were applied to the most thoroughly studied disordered semiconductor, i.e. 
hydrogenated amorphous silicon, a-Si:H [9,27,28].  Basically, the common recipe for the derivation of 
the DOS consists of two stages. First, a theory is developed for the particular interaction of the 
il lumination and/or charge carriers with the pseudogap states, and then, a fit is made of these results to 
the experimental data by choosing appropriate parameters for the DOS map. The fundamental 
problem of all the above-mentioned methods is that there are too many parameters involved in the 
description of the DOS distribution and the character of the states, and thus the experimental data can 
be fitted by quite a large number of model-scenarios [9,28]. We also note in passing that using a 
single method does not allow a critical examination of the assumptions made in the model and/or the 
method of deconvolution [29]. This problem of non-unique deconvolusion has already been realized 
quite a while ago [9,28] but to this date the deconvolution of a single set of spectroscopic data, 
according to a pre-chosen model, is the common practice for the derivation of DOS maps [30].  This 
basic drawback can be solved, at least partially, by trying to fit the same DOS maps to results that 
come by applying a few spectroscopic measurements to the same sample. Up to now, however, the 
very few attempts to compare data derived from a couple of different techniques have yielded a 
further demonstration of the problem rather than its solution [29]. 

In view of the above we have developed a steady state phototransport method that is based on 
the simultaneous measurements and analyses of four phototransport properties as a function of 
temperature.  The experimental results of all four dependencies are required to be fitted by a single set 
of DOS map parameters.  Indeed, as will be shown in Sec. 6, this is a very stringent requirement but 
this is what makes the derived DOS map more reliable and unique than maps derived by each of the 
above-mentioned methods.  The system that we have chosen for the demonstration of our method is 
the disordered sil icon tissue that encapsulates the crystallites in single-phase hydrogenated 
microcrystalline silicon, µc-Si:H. 
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3.  A brief description of the present experimental method 
 

Our experimental method is based on phototransport measurements.  The determination of the 
two carriers mobility-l ifetime products (µτ)e and (µτ)h, and their light intensity exponents γe and γh, as 
a function of temperature, is carried out in our works [31,32] by the measurements of the temperature, 
the light intensity, the photoconductivity σph and the ambipolar diffusion length L. The above four 
properties, at each temperature, are derived by applying the relations: (µτ)e = σph/qG, (µτ)h = qL2/2kT, 
σph ∝ G(γ

e
) and L ∝ G(γ

h
-1)/2. Here, q is the electronic charge, G is the photogeneration rate of the 

carriers and kT is the thermal energy.  We note in passing that γe and γh are differentially sensitive to 
the DOS distribution [28,33,34].  Our application of these ideas and the adoption of the measurements 
procedures to a-Si:H and µc-Si:H, using the temperature as the controllable experimental parameter 
have been described in detail previously [31,32,35] and will not be repeated here.  We only mention 
here that our transport studies were carried out using our standard two (silver evaporated) probe 
measurements [36] and that in our phototransport measurements we have applied a He-Ne laser 
i llumination that yielded a maximum generation rate of 1021 cm-3sec-1 carrier pairs.  

In the present work we have studied the well-understood system of a-Si:H and the hardly 
understood system of µc-Si:H. The first system was chosen in order to illustrate the already well-
known features of the phototransport in a disordered semiconductor [37], while the phototransport of 
the other system has not been studied in detail before.  For the latter system in its single-phase case, it 
was shown that 40% of the optical absorption takes place in the disordered tissue that encapsulates the 
crystallites [38].  This result, and the fact that there is much evidence that polycrystall ine silicon, that 
contains a similar grain-boundary tissue, is electronically composed of two band tails [39-44], suggest 
that (as explained in detail elsewhere [45]) our measured phototransport properties can be attributed to 
this tissue.  Hence, single-phase µc-Si:H appears to be a good new case for the demonstration of our 
method in a disordered semiconductor.  

The particular a-Si:H system that we studied was prepared by RF glow discharge 
decomposition of silane [31] and the µc-Si:H samples that we studied were prepared by hot wire 
(HW) decomposition of silane under very high hydrogen dilution [46].  The substrate used in our 
study of the transport and phototransport properties was Corning 7059 glass.  The preparation of our 
a-Si:H and µc-Si:H samples and some of their room temperature structural, optical and electrical  
properties have already been reported [31, 46].  In particular, the typical crystallite size in our µc-Si:H 
samples is between 10 and 20 nm.  For the present purpose, this and the fact that the Raman spectrum 
analysis has revealed no a-Si:H phase in the µc-Si:H materials and vice versa are of great 
significance since they indicate that each of the systems used in our study constitutes a single phase.  

 
 
4.  A brief description of the computation procedure 
 
On the modeling end, the continuity and charge neutrality equations are solved for a pre-

suggested DOS map that is based on some prior knowledge and/or physical expectations of the system 
under study [47]. In particular, for a-Si:H and µc-Si:H, we followed [31,32,45] quite closely the 
modeling procedure described in detail by Tran [37]. This enabled us to obtain the model-computed 
temperature dependencies of (µτ)e, (µτ)h, γe and γh, as well as the recombination kinetics. For the sake 
of brevity we will not list here the details of Tran’s procedure and the parameters used in our 
simulations, unless needed for emphasizing a certain point. The ensemble of parameters and the 
motivation for the particular choice of their values are described in detail elsewhere [45]. 

In our procedure we have tried various, reasonable, parameters for a given model until the 
selected parameters yielded a good enough fit to the measured temperature dependencies of all four 
properties simultaneously.  Our basic approach is to pre-choose the simplest model and try to fit it to 
the four experimental dependencies.  Only after we find, by numerous simulations, with a systematic 
variation of all plausible parameters, that we cannot have a reasonable fit to all four experimental 
dependencies we move to the next model by adding new types of states to the DOS model.  The end 
result is that we get the simplest possible DOS map that accounts for all four sets of experimental  
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data.  Correspondingly, this stringent self-consistency test limits the number of DOS scenarios of the 
maps, and/or their parameter-space, considerably [45, 47].   
 
 

5.  Experimental results 
 
As pointed out above the DOS of a-Si:H is quite well understood by now [31-35,37] and thus 

we will emphasize here only the qualitative features of the data and give its well-established 
interpretation without repeating the simulation results that we reported previously [31,32]. On the 
other hand, we review our results on µc-Si:H in some detail, as for that system no comprehensive 
DOS map has been reported thus far.  We start then with Fig. 1 in which we show the behaviors that 
we obtained for the temperature dependence of the four phototransport properties in intrinsic a-Si:H.  
The behaviors shown in Figs. 1(a) and 1(b) have been explained by many researchers as follows [37].  
At high temperatures (above, say, 250°K) the carrier recombination is dominated by the dangling 
bonds.  As the temperature is lowered and the quasi-Fermi levels move towards the corresponding 
band tails the recombination shifts primarily to the donor-like states of the VBT. This causes the 
sensitization [28,31,32,37] of the electrons’  (µτ)e as manifested by the thermal quenching 
phenomenon in Fig. 1(a), and the larger-than-unity peak value of γe in Fig. 1(b). Our findings [31,32] 
of the monotonic behaviors of (µτ)h and γh, that are shown in Figs. 1 (c) and 1(d) are, in principle, 
consistent with this explanation [32].  Below 100°K (not shown here) the recombination is dominated 
by the CBT states [37].   

 

 
 
Fig. 1. The typical measured behavior of the temperature dependence of the four 
phototransport properties in intrinsic a - Si:H films.  These  results  were  obtained  on samples  
     that were deposited by the glow discharge decomposition of si lane (for details see Ref. 31). 

 
 
Turning to µc-Si:H let us first mention that from the temperature dependence of the dark 

conductivity of our µc-Si:H samples and from the fact that undoped µc-Si:H is an n-type 
semiconductor [48,49] we found (by applying the common corresponding procedure [32,36,50] for 
the determination of the position of the dark Fermi-level, EF) that Ec-EF = 0.455 eV.  

Having this key parameter we describe now the results of the phototransport measurements 
that we obtained for our single-phase µc-Si:H. We will avoid here the recombination aspects of the 
behavior [45] and concentrate on the DOS aspects of the data.  Since all the evidence in the literature 
[48,49] is that undoped µc-Si:H is also an n-type photoconductor, we assumed that the µτ product we 
derived from the measurement of the photoconductivity, i.e. the µτ product of the majority carriers is 
that of the electrons. Correspondingly, we denote that µτ product as (µτ)e. In Fig. 2(a) we show then 
that (µτ)e increases with temperature. This is well understood to be simply due to the fact that as the 
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temperature increases the system approaches the “trapping” scenario, i.e., the width of the band gap 
region (defined by the “demarcation levels”  [28,33]) that participates in the recombination is reduced 
(see Sec. 6).  In contrast, the increase of G “takes the system” in the opposite direction, i.e., towards 
the steady-state “ recombination”  scenario [28,33,34]. In systems where there is an appreciable 
concentration of dangling bonds, such as we saw above for a-Si:H, there is a competition between the 
recombination in the dangling bonds and in the band tail states, so that at the corresponding values of 
T and G there is a transition (manifested by the non-monotonic features of Figs. 1(a) and 1(b)) from 
one dominant recombination channel to another. Such a behavior (as we see in Figs. 2(a), and 2(b)) is 
not repeated here. 

 
 
Fig. 2. Our experimentally determined temperature dependence of the four phototransport 
properties  of   a  sample  of  single - phase  hydrogenated   microcrystalline  silicon  that   was  
                                             deposited by the hot wire technique. 
 
 

On the other hand in Fig. 2(b) we see a monotonic decrease of γe with temperature. This result 
is consistent with the recombination associated with an exponential distribution of band tail states 
[33.51].  The corresponding quantitative simplest prediction of the theory of Rose [33], for such a 
distribution, is that the value of γe is given by: 

 
γe = Tc/(T + Tc),                                                                  (7) 

 
where, kT is the thermal energy and kTc is the width of the exponential CBT.  The results shown in 
Fig. 2(b) are well fitted by a value of kTc = 28 meV.  We should note that in the case of the existence 
of the two band tails, if the recombination takes place mainly in the VBT, the charge neutrality 
condition (that forces the shi ft of the demarcation level [28,33] in the CBT) yields that the value of γe 
will be determined mainly by the width of the CBT [33,51].  The value we found is then in excellent 
agreement with the well-known CBT width in a-Si:H [22,37] and with the few data [45] on µc-Si:H.  
The increase of γe at higher temperatures is associated with the effect of the band-to-band thermally 
generated carriers, which will not be discussed here.  It is important to note that the temperature 
dependence of γe, in the above [33] and in more complicated cases [28], is determined primarily by the 
widths of the band tails and only weakly by the capture coefficients of the band-tail states [51].   

Following the above conclusion and our rather easy to interpret results, we note that the 
nature of the states through which the recombination actually takes place is not disclosed by the 
above-described results. Rather, such results reveal essentially only the nature of the states that enable 
the charge neutrality compensation [51]. To find the states that are actually associated with the main 
recombination channel we must follow then the recombination in the states through which this 
process does take place.  In other words, if we adopt the above conclusion regarding the CBT, the 
above results are myopic to the states in which the recombination actuall y takes place. The latter 
states, which are then of great interest, can however be revealed by the study of the phototransport 
properties of the minority carriers, in our case, the holes.  
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The complementary measurement we were using was designed then for the determination of 
the phototransport properties of the holes. In Fig. 1(c) we show the results of our measurement of 
(µτ)h as a function of temperature. The monotonic increase of this mobility-li fetime product of the 
minority carriers with temperature is not surprising since it results from the same reason that yielded 
the monotonic increase of (µτ)e.  Indeed, the simultaneous monotonic increases of (µτ)e and (µτ)h with 
temperature are typical, as well as expected [51], in the presence of two band tails. The decisive 
information here is derived (see Sec. 6), however, mainly from the temperature dependence of γh, 
which is presented in Fig. 1(d). In this figure we see that γh is monotonically increasing with 
temperature but that it has a sub ½ value of γh.  Such low γh, values cannot be accounted for, however, 
by, a single level [33,34,52], a distribution of states that can be approximated by a single effective 
level [28], or a single exponential band tail [51].  For the cases of two exponential band-tails such 
values are possible but it can be shown analytically [51], that γh will decrease rather than increase (as 
in our results) with temperature. This can be appreciated, in the simplest case by the expectation that 
an exponential VBT should yield a γh = Tv/(T+Tv) type dependence (as expected from Eq. (7) for γe). 
Our experimental results are quite surprising then i f one expects that µc-Si:H has two exponential 
band tails.  In order to examine this quite unexpected conclusion, and more importantly, in order to 
deduce the DOS map in our single-phase µc-Si:H samples, we turned to a comprehensive study of 
model simulations. 

 
 

6.  Results of the model simulations 
 

As was pointed out above we demonstrate our derivation of the DOS map by considering the 
data shown in Fig. 2. We started our simulations with the simplest plausible DOS maps finding that 
we could not reproduce the latter by assuming a single [34] or a two-discrete levels models [52]. Due 
to space limitations we will not review these attempts here. Rather, we will show the important 
example that did not yield the above-mentioned agreement and the one that finally yielded such an 
agreement.  We will mention in passing, however, more of the former cases in order to show how our 
method narrows, in a very signi ficant manner, the number of possible DOS map scenarios. The need 
to assume a system more complex than that of the single-level centers, the expectation of a continuous 
distribution of states in the disordered tissue of µc-Si:H and the perfect agreement of the γe(T) 
behavior with the simple theory of Rose [33], leave little doubt that there is at least one energy region 
with a continuous distribution of states in the pseudogap of our material [45]. According to Eq. (7), 
the behavior we observe for γe (T) in Fig. 2(b) appears to represent an exponential CBT [33,51] with a 
width of Eco = 0.03 eV.  Still , since the temperature dependence of γe is in principle determined [51] 
by the combination of both the energy dependence of the DOS in the CBT (Nct(E)) and in the VBT 
(Nvt(E)) we have checked the above conclusion thoroughly by trying to assume various types of state 
distributions for either band tail. This included discrete levels, as well as Gaussian, step-like and 
exponential “square root-like”  band tails (see definitions in Sec. 2(a)) for the CBT.  In all these cases 
the results, in particular the γe(T) and γh(T) dependencies were very different from the monotonic 
behaviors shown in Fig. 2. Consequently, and in accord with the existing analytical theories [33,51] 
and with our simulations with an exponential CBT, we view the γe(T) dependence as well accounted 
for by an exponential CBT. We consider the latter to be then a salient feature of our DOS map.  
Following that conclusion and some available independent evidence [53] we describe here only the 
results that reproduced the behavior of γe(T), with an exponential CBT with a width of Eco = 0.03 eV.  
Correspondingly, what we tried to resolve then, in particular, is the DOS distribution in the energy 
region that is not adjacent to the conduction band.  Also, as pointed out in Sec. 5, it appears that the 
concentration of dangling bonds is negligible in comparison with that of other states.  Hence, we 
assume initially that there are no dangling bonds in the system, showing later that this initial 
assumption is well justified. 

Before we consider other plausible states in the pseudogap (as the DOS distribution of the 
CBT alone can not account for the results) let us remark on the possible character of the centers in the 
CBT. We found that very generally γe(T) is not sensitive to the corresponding type of centers (neutral-
like, donor-like or acceptor-like) but, in contrast, the behavior of γh(T) is very sensitive to this type.  
We found then that it was only the case of donor-like states in the CBT that yielded (for all the states 
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distributions that we have tried for the rest of the pseudogap) results that resemble the experimentally 
observed γh(T) dependence. Hence, the other salient feature that we concluded from the comparison of 
the experimental data and the simulation results was that the CBT consists of donor-like states.  
Correspondingly, we show below only results for models that include the above two salient features.  

We start our presentation with results of our simulations for a typical case that yields a clear 
disagreement with the experimental behavior shown in Fig. 2. The case that we have chosen to show 
is that of the most expected DOS map [37], i.e. that of acceptor-l ike centers, the states of which 
belong to an exponential VBT. Let us point out in passing that we have studied this problem 
thoroughly since it is of importance beyond our present interest in the DOS distribution of µc-Si:H.  
In particular one expects such band tails in disordered semiconductors in general [9,12,14,15,54] and 
in amorphous chalcogenides [1,55] in particular.   

In Fig. 3 we show then, as an example, the four computed phototransport properties as a 
function of temperature, for a model that contains an exponential CBT, with donor-like states and a 
width, Eco, of 0.03 eV, as well as an exponential VBT of acceptor-like states.  We show this model for 
the three VBT widths that are il lustrated by the right column of the figure.  The corresponding DOS 
maps were derived by considering all the states that participate in the recombination at our G = 5x1019 

cm–3 sec–1 generation rate and at 15°K.  The latter conditions yield that the map includes practicall y 
all the states in the pseudogap.  We found that for the reasonable range of exponential VBT widths 
(i.e. in the range of 10-3 to 10-1 eV), Evo, the resul ts are in conspicuous disagreement with the 
experimental results of Fig. 2.   While the meaning of the results shown in Fig. 3 will be discussed 
elsewhere [45], we note already here that while for a relatively wide VBT (Evo ≥ 0.05 eV) the majority 
carriers are the electrons, for narrower values of Evo the majority carriers (see below) are the holes. 
We should point out however that with the possible reasonable range of the µe/µh ratio in the material, 
this does not seem to be too significant when we consider the plausible DOS maps [45].  In principle 
then, the results for all the scenarios shown in Fig. 3 can be interpreted as associated with the 
electrons as the majority carrier (as is known [48,49] to be the case in undoped µc-Si:H).   

Changing the capture coefficients (within the reasonable limits of 10-6 to 10-15 cm3sec-1) or the 
generation rate (within our experimental range) in the simulations have been found to affect some 
features of the results shown in Fig. 3 but not in a manner that did enhance significantly the 
resemblance between the computed behaviors and the experimental dependencies shown in Fig. 2.  
Also, reversing the nature of the types of states in the two band tails yielded results that are even 
further off the experimental behavior than the results shown in Fig. 3.  Following the observation that 
the VBT is not exponential-like, and before trying other VBT distributions we tried to use a discrete 
effective level instead of a VBT.  The results were found to be not too far off the behavior shown in 
Fig. 2, but they were not as good as the results to be shown below for the Gaussian VBT.  Also, the 
parameters involved in this model indicated that it represents an effective center rather than a genuine 
scenario of the state distribution.  This scenario is discussed in detail elsewhere [45]. 

Turning to other possible VBT scenarios we know that, depending on the nature of the 
disorder that prevails in the semiconductor, various types of band tails, other than exponential, are 
plausible [18,19,21,56-61].  Following our conclusions from Fig. 3, we turned to check if the results 
shown in Fig. 2 could be reproduced by any of these non-exponential VBT’s.  Our systematic study of 
two square-root-like tails, two step-like-tails or combinations of an exponential with a square-root tail 
or with a step-like tail (see Sec. 2(a) for definitions) have been found (with any reasonable set of 
parameters) not to reproduce the behavior shown in Fig. 2.  On the other hand, we were able to find a 
very strong resemblance between our simulation results, for two band tails, and the experimental  
behaviors shown in Fig. 2, when we assumed a model that included our “standard” exponential CBT 
and a Gaussian VBT.  Correspondingly, we show here only the results obtained with the latter DOS 
map. Before we describe the above-mentioned results, let us mention that in all our models we have 
used as a parameter the well known [62] silicon’s effective density of states of Nvto = 1021 cm-3eV-1 at 
Ev (which is well accepted also for disordered silicon systems [37]). The parameter we need here (of 
which we have no prior knowledge for the present Gaussian band tail case) is the width of the 
Gaussian VBT, Gvo. To find this parameter we searched the whole range of 10-1 ≥ Gvo ≥ 10-3 eV.  For a 
better quantitative agreement with the experimental µτ values we have chosen here a µe/µh ratio of 104 

rather than 10 or 100, which is the typical [37] ratio chosen for a-Si:H.  The possible reason for this 
particularly high ratio are discussed elsewhere [45]. 
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Fig. 3. The simulated temperature dependence of the four phototransport properties, for three 
widths (0.005, 0.05 and 0.1eV) of  the exponential band tail of the valence band.  Note that the  
                     third column represents the given model of the DOS map in the pseudogap. 
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The results of our attempts to estimate then the value of Gvo are demonstrated in Fig. 4, where 
we show the temperature dependence of the phototransport properties for three Gaussian VBT widths.  
These results were derived for the same exponential distribution and parameters that were assumed 
for the CBT in the simulations that led to Fig. 3.  As we see in Fig. 4, for Gvo = 10-2 eV (the first row) 
the main discrepancy with Fig. 2 is the temperature dependence of the µτ products. This is improved 
as Gvo increases (in the second row of Fig. 4) to Gvo = 3 × 10-2 eV.  

   

   

 

 

 

 

 

 
Fig. 4. The simulated temperature dependence of the four phototransport properties for three  
                      widths (0.01, 0.03 and 0.07 eV) of a Gaussian valence band tail. 
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In fact we found that we can reproduce quite well the temperature dependencies shown in       
Fig. 2 in the relatively narrow interval of Gvo values (10-2 ≥ Gvo ≥ 5 × 10-2 eV) and that the                   
Gvo = 3 × 10-2 eV case is the one that yields the best fit.  For higher values, such as Gvo = 7 × 10–2 eV 
(the third row) there is a discrepancy in the behavior of the γ‘s.  As discussed in detail elsewhere [45] 
one can further improve the quantitative fit of the present model with the experimental data by 
making reasonable assumptions on the temperature dependence of the system parameters that were 
used in the derivation of Fig. 4. Here we just mention that, for example, there is a possibility of the 
narrowing of the band tails with decreasing temperature, which for a-Si:H, has already been shown 
[63] to account for the weaker experimental behavior in comparison with the one found in the 
simulations. The important point is however that within a reasonable parameter-space the 
experimental results can be well reproduced by the scenario exhibited by the DOS map of Fig. 4. 

 

 

 
 
Fig. 5. The DOS maps of the centers that participate in the recombination, at three 
temperatures.  This  is  for  a  case  that  includes  a  Gaussian  valence band tail that yields the  
                                     behavior exhibited in the second row of Fig. 4. 
 
For completeness we show in Fig. 5 the temperature dependence of the DOS maps of states 

that participate in the recombination process.  These are typical DOS maps for which the results of the 
second row of Fig. 4 were derived. In passing we note that we can learn here a lot about the 
recombination process since we see here how the energy range of the states that participate in the 
recombination, is broadened with decreasing temperature.  In fact, the peaks in the band tails are, as 
far as we know, the first demonstration that the corresponding Rose concept [33] of the demarcation 
level is applicable for a continuous distribution of states, recalling that the demarcation level [33] 
separates between states the occupation of which is controlled by recombination (the deeper lying 
states) and the states, the occupation of which, is controlled by “thermal excitation”  or “thermal 
communication”  with the band-edges (the shallow states).  Here, the peaks separate these two types of 
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states, and shift to deeper levels as the temperature increases. The position of this peak can be defined 
then as the demarcation level in the case of a continuous distribution of states. For completeness we 
have also checked [45] the effect of the addition of dangling bonds to our model. As shown in Fig. 6 
we can conclude from the comparison of the simulation results and the experimental data that there 
are less than 1015cm-3 dangling bonds in our samples. 

Summarizing the results presented in this section, we can conclude that our experimental  
results suggest that a Gaussian VBT, can account for the experimental data. In contrast, other 
plausible DOS maps do not seem able to account for that data. We further conclude that the DOS of 
our single-phase µc-Si:H is very different than that of a-Si:H. On the other hand, as discussed in Sec. 
7, the Gaussian VBT scenario is in excellent agreement with many of the DOS maps that were 
suggested for polycrystalline silicon materials [39-44].  

 
 
7.  Discussion 

 
As we have shown in previous works [31, 32], and above, our requirement of a simultaneous 

agreement of the temperature dependencies of all four computed phototransport properties with the 
experimental data is quite a stringent one. In particular this requirement has enabled us to conclude 
that of the variety of possible model scenarios there is only one that can approximate the actual DOS 
map in the material under study.  In that scenario there is an exponential CBT of donor-like states, 
with a width of 0.03 eV. We have proven that these characteristics are robust features of the models of 
the sample under study. As far as we know this is the first experimental proof of how robust and well  
founded is the Rose [33] prediction for an exponential band tail. Our findings demonstrate the power 
of the present method for the spectroscopy of the pseudogap states in disordered semiconductors as it 
enables not only to limit the number of possible DOS scenarios (e.g. the existence and shapes of the 
band tails) but also to narrow down the parameter space of the DOS scenario that is found (e.g. the 
determination of the band tail widths) and the character of the states. In particular our method is 
proven to meet the call [21] (and to overcome the difficulty [64]) to find an experimental method that 
can determine the shapes of the band tails. This is in clear advantage over the difficulty and 
complexity of doing that by other methods that were attempted [25,26,64,65] for the same purpose.  
In particular we were definitely able to distinguish decisively between a Gaussian and an exponential  
band tail distributions in the DOS map.   

The scenario that we found for the DOS map in the vicinity of the valence band was that of a 
Gaussian VBT that has a width of 0.03 eV.  Another new finding in our study is that our experimental  
results do indicate the absence of dangling bonds.  In particular our simulations show that if there are 
dangling bonds in our samples their concentration is lower than 1015 cm-3.  While the consequences of 
this finding on the understanding of µc-Si:H materials are discussed elsewhere [45] we point out here, 
that in view of our results, we can safely assume that single phase µc-Si:H has, except for the width of 
its CBT, a very different DOS map than a-Si:H.   

Concluding then that a Gaussian-like band tail is the more likely scenario we note in passing 
that while initially Gaussian band tails were suggested only theoretically [9,16], in recent years such 
band tails have been proven experimentally, for both organic [56] and inorganic [18,19,66] 
semiconductors.  The finding of a Gaussian band tail is of quite general importance since the transport 
and phototransport mechanisms in such a band tail may be quite different than in exponential band 
tails [18,19,66]. 

Following the above conclusion of a scenario of two band tails but recognizing that our 
system is different than a-Si:H let us examine our results in comparison with the other system that is 
expected to be similar to single phase µc-Si:H, i.e. polycrystalline Si. For polycrystall ine silicon 
[39,44,67] it is widely accepted for a long time that there are two band tails, but there is no general 
agreement on the shape of the band tails. These different conclusions were suggested to be associated 
with the method of the material preparation [43,44]. In particular, it was pointed out [40] that band 
tails rather than possible centers of a discrete-level state exist in these systems. 
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Fig. 6. The effect of the dangling-bond concentration on the behavior of the phototransport 
properties, for  a  Gaussian  valence  band  tail  (under  the  conditions that  yielded the results  
                   shown in Fig. 4 for Gvo = 3 × 10-2 eV) for Ndb = 1014, 1015 and 1016 cm-3. 
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The most popular model suggested so far for polycrystall ine Si materials is that of two 
double-exponential tails [40-42] (i.e. of two tails such that each of which is made of two different 
widths in subsequent energy regions of the band gap). Also, a Gaussian CBT tail [44] or a Gaussian 
VBT [43] has been proposed and the band tail states were attributed to defects in the grain boundaries. 
We further note that the typical widths of the band tails in polycrystalline silicon are very close to 
those found here and in a-Si:H [37]. We see then that generally, our conclusion, concerning the state 
distribution in single-phase µc-Si-H, is more reminiscent of polycrystall ine sil icon than of a-Si:H. 
This conclusion does not apply however when we consider the character of the band tail states. For 
polycrystalline silicon it was usually concluded [40] that the CBT states have an acceptor-like 
character while the VBT states have a donor-like character. This is not the case for a-Si:H where the 
character of the band tail states is not well established to this date and different characters of these 
band tail states have been proposed in different studies [37, 63]. In contrast, in our present 
comprehensive simulation study we found that only CBT states of a donor-like character can account 
for the experimental results. On the other hand we found, as in a-Si:H, that the resemblance of the 
simulation results to the experimental behavior is not sensitive to the character of the VBT states.  
From the clear disordered-semiconductor character that emerges from our results, it is apparent that 
the properties we measure are associated with the disordered silicon tissue that wraps the crystallites 
[45]. We see however that the character of the pseudogap states of this disordered sil icon tissue in µc-
Si:H is different from that of the corresponding grain-boundary tissue in polycrystalline silicon. The 
above comparison indicates that while the structural disorder (that affects the DOS map) is similar to 
that of polycrystall ine Si (grain boundaries-like), the formation conditions and the hydrogen 
atmosphere (that affect the character of the states) are similar to those of a-Si:H.   

While the latter conclusions are not too surprising they provide the first experimental  
evidence that the crystallites encapsulating tissue in µc-Si:H is different from that of the grain 
boundaries in polycrystalline silicon and that of the homogeneous a-Si:H. This conclusion may be 
understood by the effects of the Si-H bonds [68-70], in comparison with the former system, and with 
the “surface character”  of the defect (e.g. “bent”  bonds [9,71] in the encapsulating tissue) in 
comparison with the “bulk character” in the latter system.  In particular, this suggests that while the 
states distribution is determined by the structural disorder, it is the hydrogenation [24,68] that may 
turn around the character of the states.  Following the above we conclude then that the Gaussian VBT 
that we found is the signature of the special phase that we study by phototransport. Further 
consequences of these findings on the understanding of other properties of µc-Si:H and a-SiH are 
discussed elsewhere [35,45]. 

In conclusion, we have presented a self-consistent method for the determination of the DOS 
map in disordered semiconductors. This method can distinguish between various energy profiles of 
the band tails as well as the character of the states.  In particular, for the disordered tissue of µc-Si:H, 
we have found these features for the conduction and valence band tails simultaneously, and they are 
different than those of a-Si:H and polycrystalline silicon. 
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